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ABSTRACT: Based on adaptive sliding mode-control and back-stepping design method, an integrated guidance and control method with less calculation is proposed, which is designed for air-to-ground missile during the terminal course in three-dimensional space. The model of the control system with nonlinear and coupling is simplified, then the integrated guidance and control model in pitch and yaw channel is established. The coupling terms and modeling error between channels is considered as unknown bounded disturbance. An extended state observer is developed to estimate and compensate the unknown disturbance. In the design process, the block dynamic surface method is adopted, and the first order low pass filter is introduced to avoid the problem of differential explosion present in the traditional back-stepping design method during the process of differentiating virtual control variable. The Lyapunov stability theory is used to prove the stability of the system. Finally, in the case of nominal and positive and negative perturbations of model parameters, the simulation experiments are carried out to verify the effectiveness of the proposed IGC algorithm.
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INTRODUCTION

The traditional design method of the missile guidance and control system is based on the idea of separation; the system is divided into fast loop (control loop) and slow loop (guidance loop). First the guidance loop is designed and the desired overload is obtained. After, in order to track the desired overload, the control loop is designed. During the terminal course, with the distance between the missile and the target becoming closer, the frequency of the guidance loop becomes faster, the coupling between the two loops becomes larger, thence it is difficult to design each subsystem separately, which always leads to a larger miss distance. At the moment, in order to achieve comprehensive index requirements, such as the angle changes slowly, the miss distance is as small as possible and the trajectory of the missile is relatively smooth.

It is necessary to exploit the synergistic relationship of guidance and control system. Hence such a design approach usually leads to excessive design iterations. As a result, the idea of IGC method is not to distinguish the guidance loop and control loop, taking into account the coupling relationship between the guidance loop and control loop as a whole (Shima et al. 2006; Shtessel and Tournes 2009; Liu et al. 2016). Further IGC generates the fin deflection commands according to the states of the
missile and the target relative by azimuth angle of the line-of-sight and the information of missile states. By the way, this can ensure that missile instability is avoided and the guidance accuracy is improved.

Many experts have done a lot of researches since the integrated guidance and control method was proposed. In the early paper, the method of integrated guidance and control is applied to the design of homing missiles (Yueh and Lin 1984; Mingzhe and Guangren 2008). Based on the linear quadratic optimal control theory, an optimal integrated guidance and control algorithm is designed for the stationary target. The design of nonlinear system usually requires linearization, and then the linear control methods are used. In the feedback linearization method, the nonlinear system is transformed into a linear system, which requires complicated numerical calculations (Menon and Ohlmeyer 2001). In the nonlinear optimal control method, Hamilton Jacobi Bellman (HJB) equation needs to be solved online, therefore complicated numerical calculations are also inevitable (Xin et al. 2006; Vaddi et al. 2009). To deal with the more complex models in three-dimensional space, the Riccati differential equation and extended linearization are used to design the IGC algorithm of homing missile (Evers et al. 1992; Menon and Ohlmeyer 1999). This method is suitable for complex systems. However, the problem of large online computation is still exited in this method.

As the missiles have features with nonlinear, strong coupling, disturbance uncertainty, parameter perturbation, in recent years the sliding mode control method has been widely used because of its fast response, insensitive of system parameters perturbation and external disturbance, robustness and simple algorithm design. It has also been widely used in the design of IGC of aircraft (Shamaghdari et al. 2015), missile (Zhu et al. 2013) and unmanned helicopter (Yamasaki et al. 2012). In the existing papers, most of them are designed in a single channel (Jegarkandi et al. 2015; Seyedipour et al. 2017), regardless of the coupling between channels. The use of observers to compensate for system uncertainty and disturbance can provide a better control effect, but the advantages of IGC method can't be fully exploited in three dimensions. Some papers design IGC algorithms in three dimensions (Yeh 2010; Song and Song 2016; Wang et al. 2016), but it is difficult to design the controller to the establishment of the model with a high order. When using the Slide-To-Turn (STT) method, the model can be established with lower order equation, because the roll channel is relatively stable and only the pitch and yaw channels are considered (Chao et al. 2014; Lee et al. 2016). However, as the process of designing the controller involves the matrix inversion, the calculation is relatively complex.

In this paper, an IGC algorithm is proposed, using STT method to attack the ground moving target during the terminal course in three-dimensional space for air-to-ground missile. The modeling error and coupling between pitch and yaw channel are treated as an unknown disturbance, and the disturbance with nonlinear uncertainty is estimated with the ESO and compensated in the controller through feedback. Fortunately, this model satisfies the so-called block low-triangular structure. Thus, the back-stepping method combined with adaptive proximity law sliding mode control is used to design a controller in this paper. The designed controller is simple and easy to achieve in actual system.

**MOTION MODEL**

The three-dimensional motion model of air-to-ground missile has features with complex nonlinear, strong coupling and parameter uncertain, which makes the design of the control system difficult. The model needed to be simplified in the actual design; generally the missile's three-dimensional guidance problem is divided into pitch plane and yaw plane. In this paper, we make the following assumptions about the integration model of air-to-ground missile:

- The rolling channel of missile is relatively stable, ignoring the missile's rolling motion.
- For one channel, the effect of coupling with the rest of the channels is considered as unknown bounded uncertainties.
- In the terminal course, the missile has no thrust, the speed of the missile and the target do not change.

Based on the above assumptions and considering Hou (2011), the pitch and yaw channel IGC model of the missile is established as follows.
MOTION MODEL IN PITCH

Taking the pitch channel as example, the vertical plane IGC model is established according to the relative motion relation of missile-target and the dynamic equation of the missile body.

\[ \dot{R}_p = V_p \cos(q_p - \theta_p) - V_{mp} \cos(q_m - \theta) \]
\[ R \dot{q}_p = V_{mp} \sin(q_p - \theta) - V_p \sin(q_m - \theta) \]
\[ V_{mp} = R \dot{q}_p \]

where \( V_{mp} \) is the line of sight rate, perpendicular to the line of missile-target. Equation 2 can be obtained:

\[ \dot{q}_p = -2 \dot{R}_p \dot{q}_p / R_p - a_m / R_p + \Delta q_p \]
\[ \dot{V}_{mp} = -R_p \dot{q}_p - a_m + R_p \Delta q_p \]

where, \( \Delta q_p \) is an unknown disturbance.

In this paper the following dynamic model of missile in pitch channel is adopted (Eq. 3) (Shima et al. 2006).

\[ \ddot{a} = \alpha - \frac{1}{m v_p^2} (57.3 q S C^a \alpha - G \cos \theta) \]
\[ \dot{\omega}_p = \frac{q S L}{I_z} \left( m v_p \omega_p + 57.3 m^2 \alpha + 57.3 m^2 \delta_p \right) \]
\[ \frac{d \Theta}{dt} = \omega_p \]

where \( \alpha \) is the angle of attack, \( \omega_p \) is the pitch rate, \( m \) is the mass of the missile, \( G \) is the gravity of the missile, \( q \) is dynamic pressure, \( S \) is the feature area of the missile, \( L \) is the reference length of the missile, \( I_z \) is the moment of inertia around the pitch axis, \( \delta_p \) is the elevator deflection, \( \theta \) is the pitch angle, \( \theta \) is the flight path angle, \( C^a \) is the rise lift coefficient corresponding to

Figure 1. Missile-to-target relative in vertical plane.
the missile attack angle, \( m^a_y \), \( m^a_z \) and \( m^\delta_z \) respectively represent the pitch moment coefficient corresponding to \( \omega_z \), \( \alpha \) and \( \delta_z \).

The normal acceleration of the missile in pitch channel is as follows (Eq. 4):

\[
a_n = \frac{57.3 qSC_m \alpha - G \cos(\theta)}{m}
\]

According to the above analysis, the IGC model of the missile can be obtained as follows (Eq. 5):

\[
\begin{align*}
\dot{V}_p &= -\frac{57.3 qSC_m \alpha - G \cos \theta}{m} + \Delta_1 \\
\dot{\alpha} &= \frac{57.3 qSC_m \alpha - G \cos \theta}{m} + \Delta_2 \\
\dot{\omega}_z &= \frac{57.3 qSL(m^\alpha_y \alpha + m^\delta_z \delta_z)}{I_y} + \frac{qSL^2 m^\alpha_z \omega_z}{I_y m} + \Delta_3
\end{align*}
\]

where \( \Delta_1, \Delta_2, \Delta_3 \) are unknown bounded uncertainties.

The IGC model in pitch channel can be simplified as follows (Eq. 6):

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1) + x_2 + d_1 \\
\dot{x}_2 &= f_2(x_2) + x_3 + d_2 \\
\dot{x}_3 &= f_3(x_3) + b_3 \omega_z + d_3
\end{align*}
\]

where: \( x_1 = \frac{V_p}{57.3 qSC_m \alpha / m} \), \( x_2 = \alpha \), \( x_3 = \omega_z \), \( b_p = \frac{57.3 qSL m^\delta_z}{I_y} \), \( u_p = \delta_z \), \( f_1(x_1) = -\frac{R_p}{R_p} x_1 + \frac{G \cos \theta}{-57.3 qSC_m \alpha} \),

\[
f_2(x_2) = \frac{-57.3 qSC_m \alpha}{mv_{wp}} x_2 + \frac{G \cos \theta}{mv_{wp}} x_3
\]

\[
f_3(x_3) = \frac{57.3 qSL m^\alpha_y}{I_y} x_1 + \frac{qSL^2 m^\alpha_z}{I_y m} \omega_z
\]

\[
d_1 = \frac{\Delta_1}{-57.3 qSC_m \alpha / m}, \quad d_2 = \Delta_2, \quad d_3 = \Delta_3.
\]

\[\text{MOTION MODEL IN YAW}\]

Similarly, the yaw channel IGC model is established according to the relative motion in the yaw channel and the motion equation of the missile body.

The normal acceleration of the missile in yaw channel can be described as follows (Eq. 7):

\[
a_z = \frac{57.3 qSC_m \beta}{m}
\]

The IGC model in yaw channel is established as follows (Eq. 8):

\[
\begin{align*}
\dot{V}_y &= -R_y \dot{\beta} - \frac{57.3 qSC_m \beta}{m} + \Delta_4 \\
\dot{\beta} &= \omega_y + \frac{57.3 qSC_m \beta}{mv_{wp}} + \Delta_5 \\
\dot{\omega}_y &= \frac{57.3 qSL(m^\beta_y \beta + m^\delta_y \delta_y)}{I_y} + \frac{qSL^2 m^\beta_z \omega_y}{I_y m} + \Delta_6
\end{align*}
\]
where $\Delta_\omega, \Delta_\beta, \Delta_\gamma$ are unknown bounded uncertainties, $R_y$ is the projection of distance between missile and target in yaw plane, $v_y$ is the projection of missile speed $V$ in the yaw plane, $\beta$ is the sideslip angle of the missile, $\omega_y$ is yaw rate, $I_y$ is the moment of inertia around the yaw axis, $\delta_y$ is the rudder deflection, $C_y^f$ is the lateral force coefficient which corresponding to the missile sideslip angle $\beta$, $m_y^f, m_y^{\infty}, m_y^{\infty}$ respectively represent the yaw moment coefficient corresponding to $\beta, \omega_y$ and $\delta_y$.

The IGC model in yaw channel can be rewritten as follows (Eq. 9):

$$
\begin{align*}
\dot{x}_1 &= f_4(x_4) + x_5 + d_4 \\
\dot{x}_2 &= f_4(x_4) + x_7 + d_7 \\
\dot{x}_3 &= f_4(x_4) + x_9 + d_9
\end{align*}
$$

where:

$$
\begin{align*}
x_4 &= \frac{v_y^2}{-57.3qSC_y^0 / m}, \quad x_5 = \beta, \quad x_6 = \omega_y, \quad u_y = \delta_y, \quad b = \frac{57.3qSLm_y^\delta}{I_y}, \quad d_4 = \frac{\Delta_\delta}{-57.3qSC_y^0 / m}, \quad d_5 = \Delta_\delta, \quad d_6 = \Delta_\delta,
\end{align*}
$$

$$
\begin{align*}
f_4(x_4) &= -R_y x_4, \quad f_4(x_5) = \frac{57.3qSC_y^0}{mv_y} x_5 f_6(x_5, x_6) = \frac{57.3qSLm_y^\delta}{I_y} x_5 + \frac{qSLm_y^{\infty}}{I_y v_y}.
\end{align*}
$$

**EXTENDED STATE OBSERVER**

The uncertainties of the system with nonlinear can be estimated by the extended state observer and compensate in the control system by feedback. In this paper, coupling between pitch and yaw channel, system parameters perturbation and modeling error are seen as unknown bounded uncertainties, which are estimated by extended state observers and treated as extend states. (Xia et al. 2011) The design principle of the extended state observer is illustrated by taking the first closed-loop subsystem of Eq. 6 as an example.

$$
\dot{x}_i = f_i(x_i) + x_i + d_i
$$

(10)

In this system, $d_i$ is unknown uncertainty. The system (Eq. 10) can be described as follows (Eq. 11):

$$
\begin{align*}
\dot{x}_i &= f_i(x_i) + x_i + x_{id} \\
\dot{x}_{id} &= g_i(t)
\end{align*}
$$

(11)

where $x_{id}$ is the extend state of $d_i, g_i(t)$ is the differential of extend state. The second-order extend state observer is designed as follows (Eq. 12):

$$
\begin{align*}
E_{11} &= Z_{11} - x_i \\
\dot{Z}_{11} &= Z_{12} + f_i(x_i) - \gamma_1 E_{11} + x_2 \\
\dot{Z}_{12} &= -\gamma_2 g_i E_{11,1} + \mu_i \delta_i)
\end{align*}
$$

(12)

where $Z_{11}$ and $Z_{12}$ respectively represent the estimated values of state value $x_i$ and disturbance value $d_i, E_{11}$ is state value error, $\gamma_1$ and $\gamma_2$ are the gain of ESO, $\mu_i$ and $\delta_i$ are the parameters of the ESO. The function $fal$ is defined as follows (Eq. 13):

$$
fal(E_{11}, \mu_i, \delta_i) = \begin{cases} 
|E_{11}| & |E_{11}| > \delta_i \\
E_{11} / \delta_i & |E_{11}| \leq \delta_i
\end{cases}
$$

(13)
The observation error of the ESO is defined as follows (Eq. 14):

$$E_{12} = Z_{12} - d_1$$  \hspace{1cm} (14)

The dynamic equation of observation error can be described as follows (Eq. 15):

$$\begin{cases}
\dot{E}_{11} = E_{12} - \gamma_{11} E_{11} \\
\dot{E}_{12} = -g_i(t) - \gamma_{12} fal(E_{11}, \mu_i, \delta_i)
\end{cases}$$  \hspace{1cm} (15)

The observer error is determined by the observer parameter $\gamma_{11}, \gamma_{12} \mu_i, \delta_i$. By selecting the appropriate parameters, the observation values of the ESO $x_i$ and $d_i$ can converge to a small neighborhood of zero within a finite time.

According to a large number of numerical simulations experience, the selection of the observer parameters obey the following rules. For nonlinear function $fal(E_{11}, \mu_i, \delta_i)$, choosing $\mu_i = 1/2^{n-1}, \delta_i = h$, where $n$ is the order of the observer, $h$ is the integration step time of the numerical simulations. The selection of parameters $\gamma_{11}$ and $\gamma_{12}$ is related to $h$, usually the value of $\gamma$ are chosen as follows: $\gamma_{11} = 1/h, \gamma_{12} = 1/3h^2$.

Based on the above design principle of ESO, ESO is designed for the remaining five subsystems of the closed loop system (Eq. 6) and the closed loop system (Eq. 9), and the state value and the disturbance value are estimated. Finally, we get the estimate values $Z_{11}, Z_{12}$ respectively about system state value, $E_{11}, E_{12}$ is the observer error. The parameters can be designed as $\gamma_{11}, \gamma_{12} \mu_i, \delta_i, i = (1, 2, 3, 4, 5, 6)$.

**IGC CONTROLLER DESIGN IN PITCH**

**Step 1**

Considering the first subsystem of Eq. 6 (Eq. 16):

$$\dot{x}_i = f_i(x_i) + x_i + d_i$$  \hspace{1cm} (16)

Define $x_{i_0}$ as the command signal of the first subsystem in Eq. 6. In order to achieve the purpose of guidance, zero the line of sight angular velocity, that is $x_i \rightarrow 0$. Define the subsystem tracking error as follows (Eq. 17).

$$e_i = x_i - x_{i_0}$$  \hspace{1cm} (17)

Then the dynamic error of the equation can be described as follows (Eq. 18):

$$\dot{e}_i = f_i(x_i) + x_i + d_i - \dot{x}_{i_0}$$  \hspace{1cm} (18)

The estimated value $Z_{i_{12}}$ of disturbance $d_i$ can be obtained by ESO, then, according to the idea of back-stepping design, the following virtual control value is designed (Eq. 19):

$$x_{i_0} = -(k_i e_i + f_i(x_i) + Z_{i_{12}} - \dot{x}_{i_0})$$  \hspace{1cm} (19)

The parameter $k_i$ is a positive constant that will be designed in controller.

**Step 2**

Considering the second subsystem of Eq. 6 (Eq. 20):
\[
\dot{x}_2 = f_2(x_2) + x_1 + d_2
\]  
(20)

Define the tracking error of the second subsystem in Eq. 6 as follows (Eq. 21):

\[
e_2 = x_2 - x_{2c}
\]  
(21)

The dynamic error equation can be written as follows (Eq. 22):

\[
\dot{e}_2 = f_2(x_2) + x_1 + d_1 - \hat{x}_{2c}
\]  
(22)

In the process of back-stepping design (Hwang and Tahk 2006), the derivative of the virtual control value is designed (Eq. 19):

\[
\tau_1 \ddot{x}_{2c} + \ddot{x}_{2c} = x_{2c}
\]  
(23)

where \( \tau_1 \) is the filter time constant. Define the filter error \( b_1 \) of virtual control value \( x_{2c} \) as follows (Eq. 24):

\[
b_1 = \ddot{x}_{2c} - x_{2c}
\]  
(24)

Then, the error dynamic equation can be described as follows (Eq. 25):

\[
\dot{b}_1 = -b_1 / \tau_1 - \hat{x}_{2c}
\]  
(25)

The estimated value \( Z_{2c} \) of disturbance \( d_1 \) can be obtained by ESO, then, according to the idea of back-stepping method, the following virtual control value is designed (Eq. 26):

\[
x_{2c} = -(k_1 e_2 + f_2(x_2) + Z_{2c} - \hat{x}_{2c} + e_2)
\]  
(26)

The parameter \( k_1 \) is a positive constant that will be designed in controller.

**Step 3**

Considering the third subsystem of Eq. 6 (Eq. 27):

\[
\dot{x}_3 = f_3(x_3, x_1) + b_1 \rho + d_3
\]  
(27)

Define the tracking error of the second subsystem in Eq. 6 as follows (Eq. 28):

\[
e_3 = x_3 - x_{3c}
\]  
(28)

In order to eliminate the tracking error between \( x_{3c} \) and \( x_3 \), slide-mode control method is adopted (Shtessel and Tournes 2009); define the sliding mode manifold as follows (Eq. 29):

\[
x_t = e_3
\]  
(29)
The differential of $S_i$ can be obtained as follows (Eq. 30):

$$\dot{s}_i = f_i(x_1, x_2) + b_p u_p + d_1 - \dot{x}_{3c}$$  \hspace{1cm} (30)

Similarly, according to the design method of Step 2, the first-order low-pass filter can be described as follows (Eq. 31):

$$\begin{bmatrix} \tau_2 \ddot{x}_{3c} + \dot{x}_{3c} = x_1 \\ \dot{x}_{3c}(0) = x_{3c}(0) \end{bmatrix}$$  \hspace{1cm} (31)

where $\tau_2$ is the filter time constant. Define filtering error of virtual control value $x_{3c}$ as follows (Eq. 32):

$$h_2 = \ddot{x}_{3c} - \dot{x}_{3c}$$  \hspace{1cm} (32)

Then, the error dynamic equation can be described as follows (Eq. 33):

$$\dot{h}_2 = -h_2 / \tau_2 - \dot{x}_{3c}$$  \hspace{1cm} (33)

The estimate value $Z_{12}$ of disturbance $d_1$ can be obtained by ESO, and then the Eq. 30 can be rewritten as follows (Eq. 34):

$$\dot{s}_i = f_i(x_1, x_2) + b_p u_p + Z_{12} - \ddot{x}_{3c}$$  \hspace{1cm} (34)

In order to make the tracking error quickly converge to zero, proximity method with adaptive ability is selected, which differential as follows (Eq. 35):

$$\dot{s}_i = k_i \left[ \frac{R}{R_p} \right] \dot{s}_i - \sigma_i \text{ sgn}(s_i)$$  \hspace{1cm} (35)

where $k_i > 0$, $\sigma_i > 0$.

With the change of the distance between the missile and the target $R_p$, the rate that switching function move to the sliding mode manifold is adjusted adaptively, so as to achieve the effect of weakening the buffeting (Eq. 36):

$$\dot{\sigma}_i = r_i |s_i|$$  \hspace{1cm} (36)

where $r_i > 0$.

Define $\sigma_i$ as the estimate error (Eq. 37):

$$\tilde{\sigma}_i = \sigma_i - \dot{\sigma}_i$$  \hspace{1cm} (37)

Thus the control value $\delta_i$ is obtained as (Eq. 38):

$$\delta_i = - \frac{f_i(x_1, x_2) + Z_{12} - \ddot{x}_{3c} + k_i \left[ \frac{R}{R_p} \right] \dot{s}_i \text{ sgn}(s_i)}{b_p}$$  \hspace{1cm} (38)

Finally, we get the IGC controller based on the ESO and back-stepping sliding mode. Equation 38 is the final control equation.


**STABILITY ANALYSIS IN PITCH**

Lemma 1: For a Lyapunov Function $x_0^2: (0, \infty) \subseteq R$, the solution of the inequality equation $\dot{V} \leq aV$ is: $V(t) \leq e^{at-t_0} V(t_0)$

If $a$ is a positive number, then $V(t)$ converges to zero in exponential form.

Define following Lyapunov function (Eq. 39):

$$V = \frac{1}{2} s^2 + \frac{1}{2} \hat{\sigma}^2 + \frac{1}{2} h^2 + \frac{1}{2} e^2$$

Set $V = V_1 + V_2$. Then (Eqs. 40 to 42):

$$V_1 = s^2 + \hat{\sigma}^2$$

$$\dot{V}_1 = s \dot{s} + \hat{\sigma} \dot{\hat{\sigma}} = s \left( -\frac{k \eta}{R} \cdot \hat{\sigma} \right) + \left( \hat{\sigma} - \hat{\sigma} \cdot \text{sgn}(s) \right)$$

Then the differential of equation can be obtained as (Eq. 43):

$$\dot{V}_2 = h \dot{h} + e \dot{e}$$

The third subsystem is closed-loop stable, according to the Lyapunov stability theory (Dong et al. 2016). Since the correlation variables and their derivation of the system (Eq. 6) are bounded, thus, there is a nonnegative continuous function $\eta_1$ satisfies $|x_0| \leq \eta_1$, substituting Eq. 25 into Eq. 42, the following equation is obtained (Eq. 44):

$$\frac{\dot{h}}{1 + h / r_i} \leq \eta_1$$

Combine Eq. 25 and Eq. 44, then (Eq. 45):

$$b_1 \dot{h} \leq -b_1 + \frac{h}{r_i} \eta_1$$

Combine Eq. 17, Eq. 19 and Eq. 21, then (Eq. 46):

$$\dot{e}_i = -k_1 e_1 + e_2 + h_1 + Z_{11}$$

According to Young inequality equation $ab \leq a^2/2 + b^2/2$, and then combining Eq. 45 and Eq. 46, the following equation is obtained (Eq. 47):

$$e_\dot{e}_i + b_1 \dot{h} \leq -k_1 e_1 + e_2 + h_1 \leq \dot{e}_1^2 + e_2^2 + \dot{h}_1^2 + h_1^2 + \frac{h_1^2}{2} + \frac{Z_{11}^2}{4} + \frac{h_1^2}{2} + \frac{h_1^2}{2}$$

$$= -(k_1 - 2)e_1^2 + e_2^2 + \frac{k_1^2}{4} + Z_{11}^2 + \frac{h_1^2}{2} + \frac{h_1^2}{2} + \frac{h_1^2}{2}$$

Similarly, considering Eqs. 22, 24, 26 and 33, and applying Young inequality equation, Eq. 47 can be rewritten as (Eq. 48):

\[
e_{3} \dot{e}_{3} + h_{3} \dot{h}_{3} \leq -(k_{3} - 2)e_{3}^{2} + e_{3} \dot{e}_{3} + \frac{5}{4} h_{3}^{2} + \frac{Z_{m}}{4} \frac{b_{3}^{2}}{r_{3}} + \frac{n_{3}^{2}}{4}
\]

(48)

Combining Eq. 46 and Eq. 48, the following results can be obtained (Eq. 49):

\[
\dot{V}_{3} \leq - \sum_{i=1}^{m} (k_{i} - 2)e_{i}^{2} + e_{i} \dot{e}_{i} + \sum_{j=1}^{n} (h_{j} - 2)e_{j}^{2} + \frac{Z_{m}}{4} \frac{b_{j}^{2}}{r_{j}} + \frac{n_{j}^{2}}{4}
\]

(49)

By designing an appropriate control law makes \( e_{3} \) converge to zero neighborhoods. In order to satisfy the form of Theorem 1, Eq. 49 can be expressed as follows (Eq. 50):

\[
\dot{V}_{3} \leq - \kappa V_{3} + c
\]

(50)

Define \( \kappa \) and \( c \) as follows:

\[
c = \sum_{i=1}^{m} \left( \frac{N_{i}^{2}}{4} + \frac{n_{i}^{2}}{4} \right), \quad \kappa = 2 \min \left\{ (k_{i} - 2), (k_{j} - 2), \frac{5}{4}, \frac{1}{r_{i}}, \frac{5}{4}, \frac{1}{r_{j}} \right\}
\]

According to lemma 1 and Eq. 50, the following equation should be established (Eq. 51):

\[
\dot{V}_{3}(t) \leq V_{3}(0)e^{-\alpha t} + \frac{c}{\kappa} \leq V_{3}(0) + \frac{c}{\kappa}, \quad \forall t \geq 0
\]

(51)

To sum up, according to Eq. 41 the third closed loop subsystem is proved to be stable based on Lyapunov stability theory. By designing the control law, the state tracking error \( e_{3} \) can be converged to a neighborhood of zero, which can ensure that the first and the second subsystems of the system (Eq. 6) are semi-globally unanimous bounded, thus, the tracking error of the system converges, and the global stability of the closed-loop system is obtained.

**IGC CONTROLLER DESIGN IN YAW**

Similarly to the pitch channel, the controller in yaw channel can be designed.

**STABILITY ANALYSIS IN YAW**

According to the stability analysis method of the system (Eq. 6), the closed-loop system (Eq. 9) can be proved to be globally stable.

**NUMERICAL SIMULATIONS**

The effectiveness of the IGC algorithm was verified by comparing with Liu’s paper in three-dimensional (Liu et al. 2015). Simulation experiments are done using Matlab/Simulink. The target in ground with a constant speed is taken as the attack object, and the numerical simulation is carried out according to the following initial conditions (Table 1).

The initial speed of the missile is 400 m/s, its velocity component in the pitch plane is \( V_{p} = V_{m} \cos(\phi) \), and \( V_{r} = V_{m} \cos(\theta) \) is the velocity component of the missile in the yaw plane. The initial flight path angle \( \theta_{0} = -30^\circ \), heading angle \( \varphi_{0} = 45^\circ \), the initial value of the attack angle \( \alpha_{0} \), slide angle \( \beta_{0} \), pitch angle rate \( \omega_{p} \), yaw angle rate \( \omega_{y} \) are all zero. The ground target moving
in the yaw channel, its speed components in the x-axis and y-axis are 15 m/s. The missile’s aerodynamic coefficients and
stability derivatives of the nominal conditions are chosen as: \( m^e_x = -0.18, m^e_y = -0.28, m^{ew} = -128, m^{wy} = -0.365, m^{wy} = -0.14, \\ c^y_1 = -0.1358, c^y_2 = -0.257, c^y_3 = 0.6, c^y_4 = -0.0257, L = 0.57 \text{ m}, S = 0.253 \text{ m}^2. \\ 

In order to reduce the system chattering caused by the symbolic function in the simulation, the sigmoid function is
introduced instead of the symbol function. Define sigmoid function as \( \text{sig}(x) = \frac{2}{1 + \exp(-ax)} - 1 \) where \( a > 0 \), which size
is determined by the convergence speed of the function.

The parameters of the ESO are designed as:
\[
\gamma_{11} = \gamma_{12} = \gamma_{13} = \gamma_{14} = \gamma_{15} = \gamma_{16} = 50, \quad \gamma_{22} = \gamma_{33} = \gamma_{44} = \gamma_{55} = \gamma_{66} = 500, \\
\mu_1 = \mu_2 = \mu_3 = \mu_4 = \mu_5 = \mu_6 = 0.5, \quad \delta_1 = \delta_2 = \delta_3 = \delta_4 = \delta_5 = \delta_6 = 0.005.
\]

The controller parameters are designed as: \( k_1 = k_2 = 6, r_1 = r_2 = 0.2 \).

<table>
<thead>
<tr>
<th>Missile state</th>
<th>Value</th>
<th>Target state</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position ( X_{m0} )</td>
<td>0 m</td>
<td>Initial position ( X_{y0} )</td>
<td>2000 m</td>
</tr>
<tr>
<td>Initial position ( Y_{m0} )</td>
<td>2000 m</td>
<td>Initial position ( Y_{y0} )</td>
<td>0 m</td>
</tr>
<tr>
<td>Initial position ( Z_{m0} )</td>
<td>0 m</td>
<td>Initial position ( Z_{y0} )</td>
<td>2000 m</td>
</tr>
<tr>
<td>Initial speed ( V_{m0} )</td>
<td>400 m/s</td>
<td>Initial speed ( V_{y0} )</td>
<td>70 m/s</td>
</tr>
</tbody>
</table>

The time constant of the filter in the dynamic surface method is designed as: \( \tau_1 = \tau_2 = \tau_3 = \tau_4 = 0.01 \).

Considering the random disturbances the missile suffered in the process of moving outside, \( \Delta_i(t) = 0.3\sin(3t) \), \( i = 1, 2, 3, 4, 5, 6 \), and some numerical simulation is carried out in the nominal case and the missile parameters were positive and negative.

Due to space constraints in this paper, the following only shows the simulation results curves under the standard situation, and the simulation curves of the states and disturbances observed by ESO in pitch channel.

It can be seen from Fig. 2 that the ESO can make an accurate estimate of the uncertain disturbance (Fig. 3). In Liu's paper(2015) there was no estimate to the disturbance.

From Figs. 4 to 8, it can be seen that the changes of attack angle, sideslip angle, rudder deflection, elevator deflection are slow, deflection angles meet to the constraints condition, which no more than ±20°, therefore the result of the simulations satisfy the requirements of actual system. The angles of the missile state also change slowly in Liu's paper (2015). At the end of the simulation, Liu et al. (2015) encountered a big fluctuation. In this paper that problem was avoided.

| Figure 2. (a) Course of estimation of disturbance value (Pitch); (b) Course of estimation of disturbance value (Yaw). |

\( \text{Actual value} \quad \text{Estimated value} \)
Figure 3. (a) Curves of estimation error of state value (Pitch); (b) Curves of estimation error of state value (Yaw).

Figure 4. Curves of attack angle $\alpha$.

Figure 5. Curves of sideslip angle $\beta$. 
In order to verify the robustness of the designed control algorithm, we pull the atmospheric density, aerodynamic force coefficient, and aerodynamic moment coefficient moment of inertia with a positive and negative direction, then, the numerical simulations are carried out.
It can be seen in Table 2 that, in the case of aerodynamic coefficients and stability derivatives without pull, the missile miss distance within 1 m; in the case of negative or positive pull of the aerodynamic coefficients and stability derivatives, the missed distance can reach less than 3 m. In Liu’s paper (2015) the simulation was done without pull, and its missing distance is smaller. The missile trajectory changes little with the pull, and the missile can accurately hit the target, which shows the robustness of the designed controller.

Table 2. Instruction of parameter deviation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Positive pull</th>
<th>Normal</th>
<th>Negative pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric density</td>
<td>15%</td>
<td>0%</td>
<td>–15%</td>
</tr>
<tr>
<td>Aerodynamic force coef.</td>
<td>15%</td>
<td>0%</td>
<td>–15%</td>
</tr>
<tr>
<td>Aerodynamic moment coef.</td>
<td>30%</td>
<td>0%</td>
<td>–30%</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>10%</td>
<td>0%</td>
<td>–10%</td>
</tr>
<tr>
<td>Miss distance</td>
<td>1.962 m</td>
<td>0.7689 m</td>
<td>2.895 m</td>
</tr>
</tbody>
</table>

CONCLUSIONS

In this paper, an IGC model in pitch and yaw channel is designed for air-to-ground missile during the terminal course in three-dimensional space, considering the precise control of rolling channel. The back-stepping method and the adaptive proximity law sliding mode control method is adopted based on this model, moreover, the ESO is introduced to estimate the state value and disturbance value. The numerical simulations are carried out with the external disturbance and the pulled aerodynamic coefficients and stability derivatives. The numerical simulations results show that the designed controller has strong robustness and good guidance accuracy. In this paper, only the coupling of the pitch and yaw channels is taken into account in the modeling, and how to improve the controller in the case of the coupling of the rolling channel, which makes the application more general and will become the next research.
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