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AbstrAct: The Operational Modal Analysis technique is a 
methodology very often applied for the identification of dynamic 
systems when the input signal is unknown. The applied 
methodology is based on a technique to estimate the Frequency 
Response Functions and extract the modal parameters using 
only the structural dynamic response data, without assuming 
the knowledge of the excitation forces. Such approach is an 
adequate way for measuring the aircraft aeroelastic response 
due to random input, like atmospheric turbulence. The in-flight 
structural response has been measured by accelerometers 
distributed along the aircraft wings, fuselage and empennages. 
The Enhanced Frequency Domain Decomposition technique 
was chosen to identify the airframe dynamic parameters. This 
technique is based on the hypothesis that the system is randomly 
excited with a broadband spectrum with almost constant power 
spectral density. The system identification procedure is based on 
the Single Value Decomposition of the power spectral densities 
of system output signals, estimated by the usual Fast Fourier 
Transform method. This procedure has been applied to different 
flight conditions to evaluate the modal parameters and the 
aeroelastic stability trends of the airframe under investigation. 
The experimental results obtained by this methodology were 
compared with the predicted results supplied by aeroelastic 
numerical models in order to check the consistency of the 
proposed output-only methodology. The objective of this paper 
is to compare in-flight measured aeroelastic damping against 
the corresponding parameters computed from numerical 
aeroelastic models. Different aerodynamic modeling approaches 
should be investigated such as the use of source panel body 
models, cruciform and flat plate projection. As a result of this 
investigation it is expected the choice of the better aeroelastic 
modeling and Operational Modal Analysis techniques to be 
included in a standard aeroelastic certification process.

Keywords: Operational modal analysis, In-flight 
aeroelastic testing, Model correlation.
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INtrodUctIoN
bAcKgroUNd 

Aeroelastic flight testing is associated frequently to flutter 
testing, defined as an experimental way to predict aeroelastic 
stability margins from measured aeroelastic damping. The 
flight test community routinely spends considerable time and 
money for envelope expansion of aircraft with new systems 
installed. A method to safely and accurately predict the speed 
associated to aeroelastic instabilities onset such as flutter could 
greatly reduce these costs.

Several methods have been developed with that goal. These 
methods include approaches based on extrapolating damping 
trends from available aeroelastic damping and assuming data 
extrapolation (Kehoe 1995). All of these approaches lead to a 
prediction of flutter speed from subcritical conditions. There 
are a number of flutter prediction methodologies available in 
the literature. Dimitriadis and Cooper (2001) and Lind and 
Brenner (2002) present comparisons between most of the 
known flutter prediction methodologies. These references are 
good texts for understanding some flutter testing techniques 
to be commented next. 

The classical flutter prediction methodologies include, for 
example, Zimmerman and Weissenburger (1964) approach. The 
flutter margin concept was introduced, based on the investigation 
of the two degrees of freedom typical section aeroelastic stability, 
based on Pines (1958) aerodynamic simplification. Even assuming 
steady-state aerodynamics, it was possible to develop flutter 
margin equation, function of measured aeroelastic damping 
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and frequency at the same time. This approach presumes 
information not only from measured aeroelastic damping, but 
also the measured aeroelastic frequency evolution as a function 
of dynamic pressure. It can be understood as a safer way to 
extrapolate the measured aeroelastic information (frequency 
and damping) for estimating the flutter dynamic pressure. 

After Zimmerman and Weissenburger (1964) researches 
several authors have been developing safer ways for 
experimental flutter predictions. Methods such as the Lind 
and Brenner “Flutterometer” are another tool that predicts 
flutter from experiments (Lind and Brenner 2000). It is 
also a model-based approach, but not in the same sense 
of Zimmerman-Weissenburger flutter margin method, 
which is based on typical section equations. Basically, the 
Flutterometer uses both flight data represented as frequency 
domain transfer functions and theoretical models to predict 
the onset of flutter. This method works like a measurement 
instrument, as suggested by its name. A robust flutter 
speed is computed at every test point. The initial step is to 
compute an uncertainty description for the model at that 
flight condition. With this uncertainty model it is possible 
to compute the robust flutter speed, based on the application 
of µ-method on a theoretical model which includes now 
uncertainty variations. This method can be understood as 
safer because it computes flutter speeds based on updated 
theoretical model, which takes into account flight test data.

The envelope function method is another data-based 
approach, besides the classical damping extrapolation method 
(Cooper et al. 1993). However it predicts the onset of flutter 
based entirely on the analysis of time-domain measurements 
from sensors in response to an in-flight impulse excitation. 
It might be suitable for flight testing using pyrotechnical 
thrusters, also known as “bonkers”, for example. The nature 
of this method is similar to a damping extrapolation based 
approach. The only difference is that the envelope function 
method does not estimate modal damping. The time domain 
aeroelastic response envelope indicates the loss of damping as 
far as a slower output signal decay rate is observed. Thus, the 
shape of the time response plots can be used to indicate a loss 
of damping, in other words, flutter. 

Most of flight testing methodologies presented above 
presume excitation forces from any kind of artificial input, such 
as vanes, pyrotechnical thrusters and inertial rotating systems, 
for example. An input signal is known and, in most of the cases, 
from a frequency to response output to input relation, it is 

possible to identify a dynamic aeroelastic system. The natural 
consequence of such an approach is the need to introduce a 
device for the aircraft excitation during flight. Furthermore, 
this device represents costs (operation/royalties, maintenance/
support, and acquisition) and structural dynamic changes in the 
airframe under investigation. It also requires flight test hours for 
calibration, manpower for installation and removal after tests. 

Recently, a cooperative program (Silva et al. 2005) involving 
several research centers, including universities and defense 
agencies, has been established. It looks for safer and cheaper 
flight testing methodologies focused on the development of 
improved procedures for flutter tests. These tests involve aircraft 
operation at hazardous flight conditions. The risk minimization 
comes from prior numerical model analyses and also by 
extrapolation of subcritical damping measurements. Among 
the commented objectives of these collaborative activities, 
the development of reliable procedures for flutter prediction 
methods is relevant. These procedures may allow larger speed 
increments during flight test for reducing test points, without 
compromising the safety.

operAtIoNAl ModAl ANAlysIs  
The present investigation intends to report some experiences 

for computing aeroelastic damping trends as a function of flight 
speed, based on an output-only modal parameter extraction 
technique, known as Operational Modal Analysis (OMA), which 
presumes a modal parameters identification methodology only 
from system dynamic response measurements. The determination 
of parameters using OMA as an aeroelastic modal analysis tool 
allows observing the dynamic behavior of the structure of interest 
embedded in its original operating conditions. Moreover, the 
inclusion of artificial excitation systems is not necessary. Input 
excitations can be considered as continuously generated, such 
as the disturbances present in atmospheric flight environment 
(random atmospheric turbulence), or even engine-generated 
vibrations. Most of the airframe vibration modes can be excited 
by these kinds of input, and, consequently, these modes can be 
identified representing the aeroelastic modal characteristics at 
known Mach number and flight altitude.

Kehoe (1995) in his review report comments that atmospheric 
turbulence has been used for structural excitation in many 
flight flutter test programs. The greatest advantage of this 
type of excitation is that no special onboard exciting device is 
required. The turbulence excites all the airframe substructures in 
a symmetrically and antisymmetrically way at once. Moreover, 
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the objective of the technique was the use of data acquired 
during non-specific aeroelastic testing, thus eliminating the 
need of a specific campaign for flutter investigation. The YF-16 
aircraft aeroelastic clearance, for example, was also based on 
random atmospheric excitation as an input source for in-flight 
dynamic response measurements. 

Otherwise, the main disadvantage (Kehoe 1995) is the lower 
excitation capability of atmospheric turbulence, when compared 
to a sine sweep input driven by an excitation aerodynamic 
vane, for example. Only a few of low-frequency mode shapes 
could be identified, since there is not sufficient force strength 
to excite the airframe. This limitation directly impacts on the 
data reduction quality, since the signal-to-noise ratio is often 
low. Another disadvantage is the need of long data records 
to obtain results with a sufficient confidence level. However, 
at that time, data recording could be a limiting issue. Today 
computational resources allow huge databases structuring and 
recording, at near real time speeds.  

Even considering the drawbacks presented by Kehoe 
(1995), a number of applications of output-only modal analysis 
methods to system modal parameter identification have been 
developed. Brincker et al. (2001) presented a frequency domain 
OMA technique named as Frequency Domain Decomposition 
(FDD) for the modal identification of output-only systems. 
The modal parameters were estimated by simple peak picking 
approach. However, by introducing a decomposition of the 
spectral density function matrix, the response spectra can be 
separated into a set of single degree of freedom systems, each 
corresponding to an individual mode. Close modes can be 
identified with high accuracy even in the case of strong noise 
contamination of the signals. The same OMA/FDD techniques 
are well documented in the theses of Verboven (2002), Cauberghe 
(2004) and Borges (2006). 

Peeters et al. (2006) presented modern frequency-domain 
modal parameter estimation methods applied to in-flight 
aeroelastic response data measurements of a large aircraft. 
Data acquired from applied sine sweep excitation and natural 
turbulence excitations were available during short-time periods. 
The authors observed that the same modes could be extracted 
even by applying OMA to the turbulence spectra or by classical 
modal analysis applied to the sweep Frequency Response 
Functions (FRFs). In this reference a non-parametric FRF 
estimation method was also applied, which overcomes the typical 
tradeoff between leakage and noise when processing random 
or single sweep data. Despite the fact that the damping ratios 

are very critical parameters for flutter analysis, it was observed 
that rather large uncertainties are associated with this modal 
parameter. Depending on the data pre-processing, parameter 
estimation method and the used data (sweep versus turbulence), 
relatively large differences in damping ratios were found. 

Differently from traditional frequency domain OMA 
methods, Uhl et al. (2007) presented an idea of flutter margin 
detection algorithm which is based on identification of natural 
frequencies and modal damping ratio for airplane structure 
employing in-flight vibration measurements. The method is 
based on application of wavelets filtering for decomposition 
of measured system response into components related to 
particular vibration modes. In the second step classical Recursive 
Least Square (RLS) estimation methods are used to obtain 
Autoregressive Moving Average (ARMA) model parameters. 
The results of modal parameters tracking, using designed real-
time embedded systems, were compared with more classical 
in-flight modal analysis at discrete flight points. 

Within the perspective extracted from previous investigation 
on OMA, this paper aims to continue the investigation reported 
by Ferreira et al. (2008). The present study considered OMA as 
a tool for identifying the modal behavior of an aircraft modified 
by the addition of new systems such as external stores. As a first 
step, data measurements from an in-flight aeroelastic testing 
using pyrotechnical thrusters were used for the application of 
FDD/OMA method (Silva et al. 1999). After analyzing this 
first data set (Ferreira 2007), it was concluded that special 
recommendations are necessary for the best output to noise 
statistical relation. The scope of the present investigation is to 
include improvements on testing of an output-only frequency 
domain modal analysis procedure, based on measured data from 
resident instrumentation during operational flight conditions. 
Follador (2009) includes a different data acquisition approach, 
extending data acquisition time frame for improving the lack 
of statistical contents of the data acquired in the 1999’s flutter 
testing flights. 

The objective of the present investigation is the comprehension 
of OMA capabilities as a tool for aeroelastic experimental 
analysis. It can reduce flight test hours without the need of 
dedicated configurations for aeroelastic testing. For example, 
there is no need for the installation of excitation devices. Based 
on the previous consideration, it is promising that OMA could 
be a good alternative for aeroelastic testing. However, scatter 
data characteristics identified in the present investigation do 
not indicate this approach for flutter testing. Otherwise, it is 
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considered a good alternative for aeroelastic model correlation/
update, especially at conditions where the unsteady aerodynamic 
modeling lacks on representing non-linear effects. 

Comments on flight tests techniques are also presented, 
regarding relevant aspects related to mission planning, especially 
in relation to the concerns of the teams involved in the correct 
sizing of the test needs. The detailed methodology describes 
the test platform, Data Acquisition System (DAS) and tests 
performed. Details of instrumentation, sensors positioning, 
data acquisition time interval and test points planning are 
also presented. The steps for the collected data processing as 
well as procedures used in conducting the reduction through 
the use of Brüel & Kjaer (B&K) OMA® software are detailed. 

Comparisons between results obtained in this study and those 
obtained by Ferreira (2007), who used the same methodology but 
with different input signal source, are performed. In the study 
conclusions, there are comments on the feasibility of using the 
proposed methodology for operational modal analysis applied 
to the identification of aircraft modal parameters in flight. 
Further comments include contributing factors for correct 
identification of aeroelastic modal data, with emphasis on the 
application processes for aeroelastic testing implementation 
suggesting actions for future research.

tHeoretIcAl bAcKgroUNd
NumeRicAl AeRoelAstic model

The aircraft aeroelastic behavior was studied in order to 
obtain a theoretical database for comparison. The structure of 
the aircraft was modeled with Finite Elements Method (FEM) as 
equivalent beams. The dynamic parameters (natural frequencies 
and mode shapes) calculated through the FEM model have 
been updated based on modal parameters from Experimental 
Modal Analysis (EMA) obtained from a Ground Vibration Test 
(GVT). The experimental structural modal damping was not 
incorporated to the FEM model. 

The unsteady aerodynamic model is a finite element 
potential aerodynamic solution, implemented in ZAERO 
software system, named as ZONA 6 method. Different modeling 
approaches were used for understanding the sensitivity in 
terms of aeroelastic stability behavior. Flat plate only, cruciform 
and body aerodynamic models were generated to identify the 
aeroelastic coupling mechanisms. Figure 1 shows the three 
aerodynamic models as described. References comprise the 
unsteady aerodynamics theoretical foundations such as modeling 

techniques including the procedure for aeroelastic stability 
analysis, known as g-method (ZONA Technology 2007). 

The aeroelastic analysis shall be conducted for selected 
configurations and flight conditions. Computed frequency and 
aeroelastic damping are plotted as a function of Mach number 
or true airspeed, if a given flight level is assumed.

expeRimeNtAl modAl ANAlysis 
The EMA aims to estimate modal characteristics, establishing 

direct relations between the outputs and inputs signals observed 
in the system under analysis.  Considering a dynamic system 
represented by a multiple degrees of freedom equation of 
motion as: 

Figure 1. Flat plate (a), cruciform (b) and body aerodynamic 
models (c). 

xy
z

when transformed to the frequency domain using a Laplace 
Transform, this equation can be written in terms of Laplace 
variable s as:  

where: M is the mass matrix; C is the damping matrix; K 
is the stiffness matrix; X is the state variables vector; F is an 
external force.

By definition, the transfer function matrix [H(s)] determines 
the input/output relation: 

This transfer function matrix can be expressed in terms of 
poles λr and residues Rr and their conjugated λr and Rr as in 

(a) (b)

(c)

(1)

(2)

(3)
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Maia et al. (1997): the statistical behavior of signals. There are several methods in 
time domain or frequency domain used to estimate the modal 
characteristic when input signals are known. Maia et al. (1997) 
show in details some of these methods, such as the time domain 
Least-Squares Complex Exponential Method (LSCE) and the 
frequency domain Rational Fractional Polynomial Method (RFP).

operAtIoNAl ModAl ANAlysIs 
The methodology for using OMA as a system modal 

parameter identification tool consists in carrying out flights 
of an instrumented aircraft for measuring accelerations at 
different points on the aircraft structure. Once the aeroelastic 
response is measured, the determination of modal parameters 
can be performed.

OMA can also be performed even as a frequency or a 
time domain method. Examples of time domain methods are 
the Autoregressive Moving Average Method (ARMAV) and 
the Stochastic Subspace Identification (SSI). The frequency 
domain examples are: the Basic Frequency Domain method 
(BFD), the FDD method and the Enhanced Frequency Domain 
Decomposition method (EFDD). The latter is assumed in 
the present methodology. This method allows identification 
of frequencies, damping ratio and the corresponding mode 
shapes from the aeroelastic system. It assumes that the input 
signal, the atmospheric disturbance, is random, stationary and 
ergodic, i.e. the statistical properties (mean, standard deviation, 
variance etc.) are time-invariant.

Combining the FRFs using H1 estimator as expressed in 
Eq. 6 with the same FRFs using H2 we can have an output/input 
spectrum relationship as: 

where: Rr = Pr ∙ Qr ∙ {Ψr} ∙ {Ψr}
T, Pr and Qr are constants 

dependent on the poles and {Ψr} is the vector proportional to 
the modal shape. 

Evaluating the transfer function only in frequency domain, 
i.e. s = jω (j is the complex number), the FRF matrix can be 
expressed as:

The FRFs can be extracted from traditional measurements 
system by an H1 (ω) estimator, which minimizes the noise on 
the output using Sfx (ω) input-output cross spectrum and input-
input spectrum Sff (ω):

The H2 estimator is the other way to extract the FRFs. This 
estimator minimizes the noise on the input using the input 
autospectrum Sxx (ω) and input-output cross spectrum Sxf (ω):

As described in Bendat and Pierson (1980), the Saa (ω) 
autospectrum is related to Raa (ω) autocorrelation by a Fourier 
transform:

where: τ is the time.
In same way the cross-spectrum  Sac (ω relates with cross-

correlation of signals Rac (ω):

The spectrum and correlation give us knowledge about 

Assuming the turbulence disturbance as white noise, the 
input autospectrum can be considered as a constant matrix 
[S]. This approach is appropriated for aeroelastic analysis in 
the frequency range between 0 and 100 Hz, as we can see, for 
example, in Hoblit (1988) and in Eichenbaum (1972). Therefore, 
the autospectrum can be expressed as a function of residues 
and the corresponding poles: 

(4)

(5)

(6)

(7)

(10)

(11)

(8)

(9)

T
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where: superscript H represents the complex conjugate; Rk 
represent the residues and λk, the poles. 

Throughout an expansion in partial fractions, we have: 

and

where: [Ak] and [Bk] are the residues matrices of the system 
output power spectral density. 

Similarly, as presented in the theory for EMA, it can be 
shown that the residues are proportional to the vibrating modes 
of a slightly damped structure (Borges 2006): 

where: dk is a diagonal matrix operator.
Replacing it in the expression on Eq. 4, we have: 

For a given frequency ω, only a few modes contribute 
significantly to the residue. This allows us to determine the 
number of modes of interest, denoting this set of modes by 
Sub(ω). Thus, it is possible to rewrite the Matrix Output Power 
Spectral Density about the modes of interest. This matrix is 
composed by autospectrum Sii of each output and cross-spectrum 
Cij among each one, as shown in Batel (2002):

The size of this matrix is N × N , for each jω, with N being 
the number of output measurement sensors and jω a given 
discrete frequency line.

The autospectrum Sii and cross-spectrum Cij can be extracted 
from measured signals applying the Fast Fourier Transform 
(FFT) in M sample windowing:

where: X i and X j are the FFT of each window. 
The spectrum estimation accuracy will depend on the 

time windowing and the numbers of windows. This statistical 
character will define the total acquisition time for the flight test. 
Each window time needs to be long enough to yield a sufficient 
frequency resolution in order to estimate the damping factor. 

The output power spectral density matrix Sxx has discrete 
points in frequency. For each frequency line the square matrix 
can be decomposed into singular values Si and associated vectors 
Ui from the application of a Singular Value Decomposition:

This technique reduces the Sxx matrix to a more simplified 
(or canonical) form that contains singular values for each line. 
For a given x = i or y = j, for example, when Sij output power 
spectral density matrix is analyzed in this form, the peak 
amplitudes of [Si] are associated to dominant natural modes, 
as described in Eq. 14.

One way to estimate the damping factor for each 
mode identified by peak-peaking is the investigation of 
the associated vector. This is the improvement of the 
Peak-Peaking method described in Maia et al. (1997). The 
EFDD uses the Modal Assurance Criterion (MAC) in order 
to correlate the chosen modes with associated modes in a 
previous and a posterior frequency line:

To the largest MAC value of a given chosen vector, there are 
many corresponding singular values proportional to the SDOF 
Spectral Bell function. Disconsidering uncorrelated vectors and 
applying the IFFT on the Spectral Bell function, it is possible to 
estimate the autocorrelation of this signal using Eq. 8.

Once identified the system autocorrelation function, 
corresponding to a single degree of freedom mode, the ratio 
of damping is determined using the concept of logarithmic 
decrement obtained by a linear regression, as seen previously 
for systems of one degree of freedom in Ewins (1986):

(12)

(13) (17)

(14)

(15)
(18)

(16)

(16)

j (ω)

T
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where: r0 is the initial value of the autocorrelation function; 
rk is the k-th extreme. 

Th erefore, the damping factor can be obtained from the 
logarithmic decrement: 

the test poiNt pRepARAtioN
Data collection was planned for a clean aircraft  confi guration 

at Mach numbers ranging from 0.7 to 0.95, with a 0.05 Mach 
increment, at 1,000 m above sea level. Th e altitude was hold 
approximately constant, in order to maintain a constant air
density. The tolerance ranges for Mach and altitude
were ± 0.01 and ± 100 m, respectively.

According to recommendations (Ferreira 2007), at least
50 samples of 2 s each were chosen, in order to statistically 
extract the accurate spectrum with frequency resolution enough 
to capture the damping factor (see Eq. 16). Th is choice has 
defi ned the time range stabilization on each measured test point.

dAtA collectioN system 
Th e accelerations could be recorded along a known time 

period. Th e accelerometer DAS basic architecture is composed 
of a programmable DAS (KAM-500). A high-speed and compact 
fl ash memory module with a capacity of 2 GB of memory was 
used for storing recorded data. Th e technology of solid-state 
data recording allowed a rapid extraction of data from fl ight 
tests just aft er the aircraft  landing. 

Th e accelerometers used for data acquisition were of piezo-
resistive type (3140 model — ICSensors), with low-frequency 
band response (0 – 200 Hz) with ± 20 m/s2 amplitude range. Th e 
sensor positioning is presented in Fig. 2, including a reference 
number and axis alignment, namely the vertical axis (z axis) or 
lateral (y axis) in datum reference frame. Th e determination
of the positions was made in order to take into account relevant 

and the corresponding natural frequency can be obtained as:

where: d means damped natural frequency and n refl ects 
the undamped natural frequency.

FlIgHt test ANd ANAlysIs 
procedUres

Based on information from a theoretical model, the 
fl ight test planning was conducted applying the concept of 
gradual approximation to a more critical flight condition. 
Following this doctrine, all flight testing start at the most 
conservative situation. Aircraft response is measured 
and compared with theoretical model predictions. This 
is the flight stage under investigation reported in the
present paper. 

Several techniques for in-flight tests require that the 
pilot himself keep a number of parameters monitored. 
Nowadays these parameters can be directly registered by the 
DAS or be monitored by telemetry for all flight duration. 
However, the stabilization of some parameters is necessary 
in order to compare the experimental analysis and the 
numerical ones. The time required to achieve stability 
around a steady flight condition is a function of response 
time of those parameters.

An important issue that must be dealt with using 
the OMA as an in-flight parameter identification tool 
is assuming the hypothesis that the atmospheric turbu-
lence could be modeled as a continuous white noise, as 
discussed earlier. Figure 2. Accelerometers positioning in the airframe.
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aeroelastic information such as structural mode shapes and 
frequencies. A representative and simplified model has been 
assembled and inserted in the signal processing software in 
order to verify the relationship between the identified natural 
vibration mode and theoretical predications.

The measured data (accelerations as a function of time) was 
converted to universal file format in order to be processed by 
the B&K OMA® software. Using this software, the PSD matrix 
of each signal was calculated, following Bendat and Pierson 
(1980) recommendations. The hanning window was used 
with an overlap of 66%. Four seconds for each window were 
considered, which allowed a frequency resolution of 0.25 Hz. 
The purpose of the windowing is to prevent the occurrence of 
leakage phenomenon, to prevent the identification of non-physical 
peaks in power spectrum density plots, and enable the correct 
implementation of the Fourier Transform over the output signal 
(Avitabile 2001).

The EFDD was applied for each PSD matrix correspondent 
to each flight condition. The mode shapes are identified over the 
Single Value Decomposition (SVD) curves that are correlated 
using MAC algorithm cited in Eq. 18. The autocorrelations were 
calculated with IFFT. The damping ratio factor ξr and natural 
frequency ωr were calculated based on the best exponential 
range of the autocorrelation correspondent to each mode shape 
identified. After computing these modal parameters, extracted 
from the flutter flight test, they were compared with the same 
parameters estimated from the aeroelastic analysis.

resUlts
theoReticAl AeRoelAstic ANAlysis Results 

The results of the present investigation are divided into 
theoretical aeroelastic analysis results and in-flight operational 
modal analysis results. The theoretical model described aims at 
representing the aircraft in the configuration to be tested. The 
dynamic analysis results are summarized in Table 1 which shows 
the first ten natural frequencies identified from the structural 
dynamic analysis of the airframe. The selected mode shapes 
include symmetrical and antisymmetrical lifting surfaces modal 
displacements. Figure 3 presents the first ten structural mode 
shapes plots, interpolated to the doublet/body source panels 
aerodynamic mesh.

A non-matched flutter analysis was performed to observe 
the evolution of aeroelastic damping and frequencies as a 
function of airspeed and even to understand possible coupling 

mode shape description Frequency (hz)

1 1st wing bending (sym) 7.12
2 1st fuselage bending 9.36
3 1st wing bending (antisym) 10.65
4 1st fuselage torsion 11.50
5 1st vertical fin bending 15.03
6 1st wing torsion (sym) 15.71
7 1st wing torsion (antisym) 16.80
8 1st stabilizer bending (sym) 20.47
9 1st stabilizer bending (antisym) 20.81

10 1st  coupled mode (sym) 22.04

table 1. Aircraft natural frequencies for the first ten modes.

Sym: Symmetrical; antisym: Antisymmetrical.

Figure 3. Selected aircraft mode shapes for aeroelastic 
investigation.
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mechanisms. It was fixed a constant flight level setting a 
constant density. The g-method for aeroelastic stability 
analysis was employed for each reference Mach number. The 
results are summarized in Figs. 4 and 5. It was not considered 
structural damping since the FEM model does not include 
such material properties.

However, the true aeroelastic damping solution for a given 
Mach number, considering the g-method damping valid for 
subcritical aeroelastic conditions, is obtained as a matched 
point flutter analysis. For each Mach number, the corresponding 

aeroelastic damping and frequency are computed with the 
corresponding compressible unsteady aerodynamic formulation. 
For this reason the matched point aeroelastic analysis results 
will be compared with the corresponding in-flight measured 
aeroelastic damping. These results are represented in Fig. 6 for 
the same first ten aeroelastic modes.

Examining the non-matched point flutter solutions, it 
is possible to observe that there is an interaction between 
aeroelastic modes 5 and 7, which are the 1st fin bending 
and the 1st antisymmetric torsion, including a coupling 

Figure 5. Non-matched aeroelastic analysis results — high subsonic range.
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Figure 4. Non-matched aeroelastic analysis results — low subsonic range.
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trend. This coupling mechanism is not critical, mainly 
observed at subsonic conditions (Mach 0.70) and is 
attenuated with the increase in Mach number. The reason 
for this behavior lies in the fact that the compressibility 
effect increases the main lifting surfaces (wings) lift 
efficiency resulted from a wing torsion motion (mode 5). 
The increase in the wing unsteady aerodynamic loading implies 
the increase in aerodynamic stiffness, leading to changes 
in the aeroelastic natural frequency. Moreover, the increase in 
lift due to the vertical fin motion does not happen at the same 
rate because the vertical fin is a smaller lifting surface, when 
compared to the wings. Because of this, the contribution 
for the aeroelastic stiffness in the context of the coupling 
mechanism, even with increased loading characteristics 
due compressibility effects, should be minimized. The 
mode shapes involved in this aeroelastic mechanism are 
presented in Fig. 7.

Figure 8 details the aeroelastic coupling mechanism evolu-
tion from the non-matched flutter analysis, when the airspeed 
number increases. For the same aeroelastic mechanism, the 

aeroelastic modal evolution is detailed in Fig. 9 for the case of 
the matched point solution, where the damping and frequency 
are plotted as a function of flight Mach number.

The objective of the aeroelastic analysis is not only identifying 
possible aeroelastic instabilities, but also observing modal 

Figure 7. Mode shapes involved in coupling mechanism. 
(a) 5th mode vertical fin bending — 15.10 Hz; (b) 7th mode 
antisymmetric wing torsion — 16.70 Hz.
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Figure 8. Coupling mechanisms for the aircraft, reference 
Mach number.

(a) (b)



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 2, pp.163-177, Apr.-Jun., 2016

173
Comparison of In-Flight Measured and Computed Aeroelastic Damping: Modal Identification Procedures and Modeling Approaches 

parameter evolutions and how they behave. Looking at modes 
5 and 7, it is possible to conclude that there is an indication of 
difficulties on identifying the vertical fin bending. Also, at almost 
the same frequency, there is the antisymmetric wing torsion.

In order to circumvent these difficulties associated to 
the capability of very close modal parameter or mode shape 
identification, the selected mode shapes for correlating with 
experiments shall be selected as the classical set of modes that 
might interact to compose a coupled bending-torsion flutter 
mechanism. The reader should remember that the scope of the 
present investigations does not predict flutter, but in fact the 
aeroelastic damping behavior as a function of airspeed. 

The selected mode shapes for investigation will be typical 
mode shapes in terms of easiness for extracting energy from 
the aerodynamics. Four mode shapes, two symmetric and 
two antisymmetric, were chosen represented by the 1st wing 
bending, 1st wing torsion, for symmetric and antisymmetric 
motions (Fig. 10).

The choice of these mode shapes is justified by the fact that 
most of the flutter mechanism involves these kinds of mode 
shapes, for instance, the bending torsion out of phase coupling. 
Since flutter prediction is not the goal of the present effort, it is 
assumed this mode shape set to be correlated with experiments. 

Furthermore, aeroelastic modal parameter identification 
including the four proposed mode shapes is the best option for 
modal parameters identification from reduced modal data, in 
special damping. It is important to note that a symmetric wing 

1st symmetric wing bending 1st antisymmetric wing bending

1st symmetric wing torsion 1st antisymmetric wing torsion

Figure 10. Aircraft selected mode shapes for correlation 
with experiments.

bending and an antisymmetric wing bending are relatively easy 
to observe even from a small set of measurement points, as well 
as the symmetric and antisymmetric wing torsions. Figure 10 
presents the selected mode shapes for the correlation studies. 

opeRAtioNAl modAl ANAlysis Results
The data were analyzed using the B&K OMA® software 

to identify modal parameters through EFDD/OMA technique. 
The identified modes of vibration including frequency and 
damping factors ξ are shown in Table 2.

Only the selected first four modes could be well identified. 
A possible difficulty might be encountered in the sense of 
identification of modal parameters associated to modes 5 and 
7, related to the proximity in terms of frequency and mode 
shape displacement pattern, as one can note from Fig. 6. For 
this reason the selected mode shape set presented in Fig. 10 was 
used to compute the corresponding damping and frequency 
based on the EFDD/OMA technique. 

Figure 11 presents a comparison among different modeling 
approaches and two operational modal analysis applications. 
The numerical approaches used were based in a flat plate, 
cruciform and panel/body aerodynamic models, as shown 
in Fig. 1. For the operational modal analyses, the first case 
includes 16 measurement points and used the EFDD method; 
the second one includes four measurement points and used an 
in-house implementation of the FDD method. 

The damping trends observed when comparing the 
numerical and experimental results show that they behave very 
similarly. The best correlation in terms of trends is observed 
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in the 1st symmetrical wing bending. Otherwise, they appear 
to be shifted in the direction of an increased damping as far 
as the number of accelerometers employed in the analyses 
was increased. These results are in conformity with what was 
indicated by Kehoe (1995), who observed a smaller damping 
associated to poor data quality, typically obtained with random 
atmospheric turbulence, aligned to a reduced number of 
measurement points, as in the case of four accelerometers. 

Looking at the 6th aeroelastic mode plot, also in Fig. 11 
it is observed that the lowest values in terms of measured 
damping occurred in the case when the time response of 16 
accelerometers were used in the data reduction. Otherwise, 
when four accelerometers were considered, the measured 
damping was greater, more scattered, but tending to behave 
similarly to numerical predictions as a function of the Mach 
number. 

An operational modal analysis was also conducted for the 
aircraft in the ground, before the flight during the taxiing. 

The main excitation sources, in this case, are the turbulence 
in presence of ground effect and the taxiway roughness. 
The reader should note that this condition differs from the 
standard free boundary condition. The tyres and landing gear 
mechanism impose the different dynamic boundary conditions 
instead of the case when the aircraft is suspended in a soft 
support. The consequence is the increase in terms of structural 
damping of the first mode (symmetrical wing bending), when 
compared to the EMA results for the aircraft suspended in a 
soft suspension to simulate a free-free boundary condition 
(Skilling and Burke 1973).

The results presented in Table 3 are useful to understand 
why the in-flight measured damping factors are shifted from 
the corresponding theoretical predictions, as the reader can see 
in the plot of the first symmetric wing bending in Fig. 10. One 
should remember that the theoretically computed aeroelastic 
damping does not include structural damping in the airframe 
FEM model. 

mach

1st symmetric wing 
bending

1st antisymmetric wing 
bending

1st symmetric wing 
torsion

1st antisymmetric wing 
torsion

Frequency 
(hz)

damping 
(%)

Frequency 
(hz)

damping 
(%)

Frequency 
(hz)

damping 
(%)

Frequency 
(hz)

damping 
(%)

0.95 7.86 7.28 9.89 2.95 14.33 2.06 14.50 1.53

0.90 7.95 8.18 9.92 3.08 14.43 3.81 14.93 1.89

0.85 7.79 10.99 10.67 3.52 13.76 2.26 14.29 2.15

0.80 7.74 9.63 10.71 4.06 13.56 3.26 -- --

0.75 7.70 9.01 9.49 2.50 13.76 2.67 13.88 4.88

0.70 7.70 8.80 9.49 2.45 13.54 4.26 14.44 3.69

table 2. Identified modal parameters from EFDD/OMA.
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Figure 11. Comparison between measured and computed aeroelastic frequencies and damping for two symmetric mode shapes. 
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Figure 12. Antisymmetric modes.
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mode mode shape description
Fem frequency 

(hz)
omA 

frequency (hz)
omA (G)

emA frequency 
(hz)

emA (G)

1 1st wing bending (sym) 7.12 7.09 0.060 7.39 0.030

3 1st wing bending (antisym) 10.65 11.55 0.034 10.75 -

6 1st  wing torsion (sym) 15.71 13.89 0.032 13.29 0.020

7 1st wing torsion (antisym) 16.80 14.36 0.034 14.49 0.032

table 3. Comparison between experimental and theoretical frequencies and structural modal damping.

The antisymmetric aeroelastic modal data are presented in 
Fig. 12. These results are not as good as for the symmetric modes 
case. Some difficulties arose for identifying the wing torsion. 
As the reader can observe, very low aeroelastic damping was 
computed for the 1st antisymmetric torsion mode. A possible 
reason for these discrepancies is related to the similarity of mode 
shape patterns when comparing the 5th and 7th mode shapes.

What probably happens here is a mistake in the correlation 
process used in accordance with MAC criterion. The similar 
mode shapes, for aeroelastic reasons, such as a slightly phase 
shift, can be correlated to each other.  In the present case, the 
correlation between the 5th and 7th modes may generate a MAC 
index greater than the correlation between modes that should 
be physically the same, in the frequency band limited by the 
lines before and after the identified peak. 

This fact is a good reason for taking care when the intention 
is the identification of close mode shapes, for example, almost 
coalesced aeroelastic modes. The analyst needs to be sure 
the EFDD/OMA method is not underestimating aeroelastic 
damping at subcritical conditions due to the degree of linear 
dependency between the coalescing modes. In the case of 

flutter mode identification, special care need to be taken, even 
knowing that two coalescing mode shapes are out of phase. 

Not only damping discrepancies, but also a frequency 
shift was identified in the third mode evolution curve. It is 
possible to note that probably it was identified the second mode 
(symmetrical fuselage bending) instead of the antisymmetric 
wing bending, for Mach numbers 0.70 and 0.75. 

The explanation for this discrepancy regards a problem 
of the modes identified by the user. These modes, even from 
different symmetry behavior, present a similar mode shape 
and near natural frequencies, as it could be seen in Table 1 
and Fig. 3. The discrepancy presented in the frequency curve 
(Fig. 12) is a good example on the care that must be taken in 
the selection of modes. 

It was also possible to verify that excitation at the chosen 
flight conditions was satisfactory to excite the airframe and, thus, 
measure the corresponding vibration through all accelerometers. 
Furthermore, after examining the sensors response for the range 
of the highest Mach numbers, it was observed undesirable sensors 
saturation at these high subsonic conditions. As a hypothesis 
to determine the cause of these occurrences it has been given 
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mach number Accelerometers

0.95 1, 7, 11 and 15

0.9 1, 7 and 15

0.85 15

table 4. Saturated Accelerometers versus Mach number.

the intensity of excitations higher than those provided or the 
limitation of the sensors themselves in terms of range of limiting 
acceleration possible to be measured.

There is no evidence if the transonic effects play a role, 
if unexpected aeroelastic response vibrations caused by 
shock displacements over the accelerometers can introduce 
any kind of disturbance. It was also observed an increased 
number of saturated accelerometers as far as the Mach number 
increases. Another fact to be highlighted is the position of the 
accelerometers. Accelerometers 1 and 7 are positioned over 
the launcher leading edge, accelerometer 15 in the vertical 
fin and accelerometer 11 over the fuselage body. A possible 
explanation for the saturation of accelerometers 1 and 7 
comes from the aeroelastic stiffness decrease effect, associated 
to a dynamic amplification at that position. As far as the 
airspeed (dynamic pressure) increases, the aeroelastic stiffness 
decreases due to an increase in the aerodynamic stiffness, 
which is proportional to dynamic pressure. Thus, the wing 
structure is more subjected to dynamic amplifications when 
disturbed around a reference flight condition. Table 4 shows 
the number of sensors which presented saturation.

the aircraft first four modes of vibration, at reasonable modal 
parameter values consistent with the theory. Even though some 
accelerometers signals observed saturation at flight conditions 
within the high subsonic regime, the overall quality of the 
results is good. A suggested way to circumvent saturation 
problems is to avoid instrumentation at airframe positions 
subjected to strong dynamic amplification effects, such as wing, 
external store, vertical fin, and tips. Also more robust 
accelerometers could be selected in terms of load factor range. 

It is also concluded from the results presented that special 
care should be taken when using OMA for experimental 
flutter speeds identification, either by damping extrapolation 
or by a flutter margin criterion. This assertion is based on the 
dispersion of damping measurements, when two coalescing 
modes are involved. The use of frequency domain decomposition 
technique (OMA/EFDD) can lead to unrealistic damping 
predictions, far below the actual values. As a suggestion, for 
a better modal identification, it is recommended the use of 
a sufficient number of measurement points for identifying 
properly the aeroelastic mode shapes. This indication comes 
from the observation that it was difficult to separate similar 
mode shapes, when the modal assurance criterion was employed 
as an indication tool for physically characterization of a given 
mode of interest.  

Furthermore, for the identification of modes which do not 
participate in any coupling mechanisms at a particular flight 
condition, this technique could be interesting for a model   
correlation/validation for updating aeroelastic theoretical models.

The cases studied were limited to the subsonic regime, 
because in a first moment the concern is the correlation between 
theoretical models and flight conditions, where it might be 
expected a linearly-behaved aeroelastic system.

However, it should also be encouraged the use of this 
technique in the validation of methods for calculating 
approximate aeroelastic stability solutions under transonic 
conditions. At least one indication on how the damping 
evolves, even qualitatively, observing trends as function of 
Mach number and including a search for possible transonic 
flutter dip trend, for example. These results may be important 
to validate the use of approximate methods at this non-linearly-
behaved flow conditions. 

coNclUsIoNs ANd reMArKs

The present investigation indicates, based on theoretical 
and experimental results correlation, that the proposed 
OMA, assuming continuous turbulence as input excitation, 
is a promising methodology for aeroelastic modal parameter 
identification. The hypothesis assumed regarding the continuous 
turbulence being considered as a white noise input led to 
reasonable results within a low frequency range assumed, for 
instance, of interest in this study. 

After reducing the data from tests by OMA® software, using 
the EFDD identification method, it was possible to clearly identify 
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